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1. Introduction



Introduction

Deep neural network (DNN)

▶ Pros: Outstanding empirical performance in both supervised and
unsupervised machine learning tasks

▶ Cons: Hard to interpret the Model’s output (Black Box)

Existing methods for feature selection in DNN

▶ Most exising method focus on the feature importance in DNN
using a simple idea ”locally perturb the input to see how the
prediction changes”.

▶ However, these are susceptible to noise and lack of robustness.
(Small random perturbation can dramatically change the feature
importance.)
And hard to control FDR. 4/24



Introduction (cont.)

p-value?

▶ If there is a method that produces meaningful p-value for each
features, we can use it along with FDR procedure.

▶ However, this is still completely unknown.

knockoff framework

▶ knockoff framework is a feature selection framework with FDR
control that do not need any p-values.

Goal

▶ Develop a feature selection method of DNNs by incorporating the
idea of knockoff framework

▶ They named the new method ”DeepPINK”.
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Background (FDR)

FDR

▶ Let 𝑆0 ⊂ {1, … , 𝑝} be the true feature set.
Define FDP (false discovery proportion) and FDR (false discovery
rate):

FDP = |𝑆 ∩ 𝑆∁
0 |

|𝑆| ∨ 1
FDR = 𝔼[FDP]

where 𝑆 be a set of features selected by some feature selection
procedure.

▶ To control the false discovery in data analysis, we have to develop
a feature selection method that can control FDR.
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Background (knockoff framework)

Definition 1 (model-X knockoff features)
Model-X knockoff features for the family of random variables
𝑋 = (𝑋1, … , 𝑋𝑝)⊺ are a new family of random variables
𝑋 = (𝑋1, … , 𝑋𝑝)⊺ that satisfies two properties:

1 (𝑋, 𝑋)swap(𝑆)
𝑑= (𝑋, 𝑋) for any subset 𝑆 ⊂ {1, … , 𝑝}, where

swap(𝑆) means swapping 𝑋𝑗 and 𝑋𝑗 for each 𝑗 ∈ 𝑆.
2 𝑋 ⟂⟂ 𝑌 |𝑋

(the knockoff variables 𝑋 is independent of the response variable
given 𝑋.)

▶ In simple terms (not strictly precise), knockoff variables are
variables that are unrelated to the response variable Y but share
similar characteristics with the original variables. 7/24



Background (knockoff framework) (cont.)

How to generate knockoff features?

▶ There are various methods to generate 𝑋.[2]–[4]

knockoff statistic

▶ Construct the knockoff statistics 𝑊𝑗 = 𝑔𝑗(𝑍𝑗, 𝑍𝑗) for 1 ≤ 𝑗 ≤ 𝑝
where 𝑍𝑗 and 𝑍𝑗 represent feature importance measures for the
𝑗th feature 𝑋𝑗 and its knockoff 𝑋𝑗 respectively and 𝑔𝑗(⋅, ⋅) is any
antisymmetric function.

▶ A desirable property for 𝑊𝑗 is that important features are expected
to have large positive values, whereas unimportant ones should
have small values around 0.

8/24



Background (knockoff framework) (cont.)

threshold for FDR control

▶ To determine which variables are important, we have to decide
threshold 𝛿.

𝑆 = {𝑗 ∶ |𝑊𝑗| ≥ 𝛿}
▶ To control the FDR under 𝑞 ∈ (0, 1), set the threshold 𝛿:

𝛿 = min{𝑡 ∈ 𝒲 ∶ 1 + |{𝑗 ∶ 𝑊𝑗 ≤ −𝑡}|
1 ∨ |{𝑗 ∶ 𝑊𝑗 ≥ 𝑡}| ≤ 𝑞}

where 𝒲 = {|𝑊𝑗| ∶ 1 ≤ 𝑗 ≤ 𝑝} ∖ {0}.
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2. Methods



Proposed method: DeepPINK

DeepPINK

▶ Application of knockoff framework on DNN

DNN structure of DeepPINK

▶ They developed ”plugin pairwise-coupling layer” 𝐹1, … , 𝐹𝑝 for
each variables (𝑋1, 𝑋1), … , (𝑋𝑝, 𝑋𝑝).

𝐹𝑗(𝑋𝑗, 𝑋𝑗) = 𝑧𝑗𝑋𝑗 + ̃𝑧𝑗𝑋𝑗

Intuitively, 𝑧𝑗 being much larger than ̃𝑧𝑗 provides some evidence
that the 𝑗th feature is important, whereas similar values of 𝑧𝑗 and

̃𝑧𝑗 indicate that the 𝑗th feature is not important.
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Proposed method: DeepPINK (cont.)

▶ They proposed 2 hidden layer having 𝑝 hidden node DNN
structure.

▶ Let 𝑤 be 𝑝 × 1 vector such that

𝑤 = 𝑊 (0) ⊙ (𝑊 (1)𝑊 (2)𝑊 (3)) 11/24



Proposed method: DeepPINK (cont.)

Proposed knockoff statistic

▶ Feature importance measures:

𝑍𝑗 = 𝑧𝑗 × 𝑤𝑗 and 𝑍𝑗 = ̃𝑧𝑗 × 𝑤𝑗

▶ Assymetric function 𝑔𝑗:

𝑔𝑗(𝑥1, 𝑥2) = 𝑥2
1 − 𝑥2

2

for all 𝑗 = 1, … , 𝑝.
▶ Thus, we have knockoff statistics 𝑊𝑗:

𝑊𝑗 = 𝑍2
𝑗 − 𝑍2

𝑗

for all 𝑗 = 1, … , 𝑝.
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3. Simulation studies



Simulation setting

Explanatory variables and error

▶ explanatory variables 𝑥𝑖 are from 𝒩(0, Σ) with
Σ−1 = (0.5|𝑗−𝑘|)1≤𝑗,𝑘≤𝑝

▶ error 𝜀𝑖 follows standard normal distribution.

True coefficient 𝛽0

▶ 𝛽0 ∈ ℝ𝑝 nonzero elements randomly located with 𝑠 = ‖𝛽0‖0 fixed.
▶ nonzero elements are randomly chosen from {−1.5, 1.5}.
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Simulation setting (cont.)

Two scenarios:

1 Linear:
𝑌𝑖 = 𝑥⊺

𝑖 𝛽0 + 𝜀𝑖, 𝑖 = 1, … , 𝑛

where 𝑠 = 30
2 Single-Index (non Linear):

𝑌𝑖 = 𝑔(𝑥⊺
𝑖 𝛽0) + 𝜀𝑖, 𝑖 = 1, … , 𝑛

where 𝑠 = 10 and 𝑔(𝑥) = 𝑥3/2.
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Simulation setting (cont.)

Other competitive models with feature importance measure:

▶ DNN without ”plugin pairwise-coupling layer”
▶ DeepLIFT[5] with the multiplier score
▶ random forest (RF) with feature importance score
▶ linear kernel SVM with coefficient
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Simulation results

▶ repetition number: 20
▶ In all scenarios, FDR is controlled at 𝑞 = 0.2.
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4. Real data analysis



Application to HIV-1 data

Goal

▶ Identify mutation associated with drug resistance level

Data

▶ 13 datasets (13 kinds of drug)

▶ response variable: Drug resistance level
▶ explanatory variables: mutation (present or absence)

▶ Actually, we knew the associated mutation for each drug.
(So we can calculate the false discovery rate)
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Application to HIV-1 data (cont.)
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Application to gut microbiome data

Goal

▶ Identify the important nutrient intake and the important gut
microbiome that are associated with BMI

Data

▶ 𝑛 = 98, 𝑝 = 𝑝1 + 𝑝2 = 301
▶ response variable: BMI
▶ explanatory variables: nutriant intake (𝑝1 = 214) and CLR

transformed gut microbiome (𝑝2 = 87)
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Application to gut microbiome data (cont.)
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5. Discussion



Summary

Goal

▶ Develop a feature selection method of DNNs by incorporating the
idea of knockoff framework

Method

▶ They proposed ”plugin pairwise-coupling layer” in DNN structure.
▶ Because of ”plugin pairwise-coupling layer”, DeepPINK achieves

FDR control with much higher power than the naive combination
of the knockoffs idea with a vanilla MLP.
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Thank you
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